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SUMMARY

In this paper we wish to dis:uss some applications of the
functional equation technique of dynamic programming to the
treatment of some quadratic variational problems and the linear
equations arising therefrom.

The first problem we shall consider is that of determining
the minimum value of the quadratic deviation

‘{'T (r -:lek,dk)zdx,
where f(x) 1s a given function of {ﬁk(x)}, a given
sequence of real functions.

Next we consider the problem of minimizing the quadratic

form

N M -
U, uix) = 2 (b = Z xp3, )

over all real Xy where {ék} and {bk} are given real se—
quences. This problem arises in the Kolmogoroff-Wiener theory
of linear predictors, and the 1limiting verrion of the problem,
N e o, 18 discussed by Levinson in the appendix to w1ener'§
book.

Finally we diecuss the problem of solving the linear system
Ax = b,

under the assumption that A 18 positive definite.
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Although 1t would seem that in all three cases the methods
we present have some computational utility, we shall not dis-—
cuss these matters here, since at the moment we are interested

c¢cnly in the purely analytic aspects of these questions.
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DYNAMIC PROGRAMMING AND MEAN SQUARE DEVIATION
Richard Bellman

Q1. INTRODUCTION

In this paper we wish to discuss some applications of
the functional equation technique of dynamic programming [1]
to the treatment of some quadratic variational problems and
the linear equations arising therefrom.

The first problem we shall consider is that of deter—
mining the minimum value of the quadratic deviation

N
(1) LT = B xg) e,

where f(x) 4s a given function of {ﬁk(xﬂ , a given
sequence of real functions.
Next we consider the protlem of minimizing the quad-

ratic form
(2) (x) = 5 ( z" )2
2 Q X) = b, - X,a

over all real Xq» where {ak} and {Pk} are given real
sequences. This problem arises in the Kolmogoroff-Wiener
theory of linear predictors, and the limiting version of the
problem, N = o0, 18 discussed by Levinson in the appendix
to Wiener's book, [2].

Pinally we discuss the problem of solving the linear

system
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(}) Ax = b,

under the assumption that A 18 positive definite.

Although 1t would seem that in all three cases the
methods we present have some computational utility, we shall
not discuss these matters here, since at the moment we are
interested only in the purely analytic aspects of these

questions.

Q2. QUADRATIC DEVIATION

The problem of minimizing the quadratic form
T L] 2
(1) lu) =/ (e - 3 udh ) “ax

is, as we know, Qquite easily resoluble. Let {#&} denote
the orthonormal sequernce formed from {dk} by means of the
Gram=Schmidt orthogonalization procedure. The functions

ﬁk(x) are assumed to be linearly independent. Then

N
Min Qu(u) = Min /T (£ =3 y, 7. )%ax
u N y ‘0 kzﬁ k'K

G N -
(2) « /T 24y "Try ax)©
‘é § 121 (°6 )

= /T fPax = /7T /T ()0 (y)Ky(x,y ) dxdy,
0 0O *0

where

N
(3) Ky(x,y) = 21 r (x)7, (y).
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We wish to obtain a recurrence relation for KN(x,y) with—
out going through the orthogonalization procedure. To do this,

we introduce the quadratic functional

(%) P (f) = Min/T (r -kzlukgfk) dx, N=1, 2, ... .

Then, using the principle of optimality,

(5) Fy(f) = M\i;: Py (fush), Ne=2,3, ....

To utilize (5), we use the know: form of FN(f) obtained 1in

(2) above. We have

FN(t‘) - M&: [41‘ (r-uNng)de -

LT g ) ) NﬂN(Y))Ku_l(X.Y)dde}

(6) = Min [(é’T r2ax -‘é’T(é”‘ Ky 4 (%,3)£(x)e(y)axdy -

=3

2uy {L/’T o8 0% - /0 /" m(x)r(y)m_l(x.y)dxdy} +

0

ul {é LRV W CRD ¢N(x)¢N(y>axdy} }

It 1s easily seen that the coefficient of uS is positive.

The minimizing value 1s given by

L{TfﬁNdx —(é’TLé’T gy (x)e(y)Ky , (x,y)dxdy
(7) uy = )
Dy
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where, to simplify the notation, we have set

(8) Dy -4T g dx —L67TL6'7T Ky (%)) (x)g) (y)dxdy.

The minimum value 1s given by

r

Fy(f) = tg’T r2ax -‘é’T(é’T rng(x.y)r(x)r(y)axdy]
(9) i

-

2
- cé)T £ ax —Lé’T‘é’T !‘N(X)f‘(y)K,H(X.y)dxdy]/DN.

S

To obtain the desired relation betwe:n KN and KN—l’ we
compare (9) and (2), and equate coefficlents of f(x)f(y).
Can~elling the term /' f°dx, the result is

0

gy (x)gy(y) QLKT gy (2)Ky ,(z,y)dzdy
KN(X,Y) - KN—I(x’y) + DN - D"

AV Al 2V (0 (2,0 (w,y)azaw,

a nonlinear integral equation.

§3. LINEAR PREDICTORS

Consider the quadratic form

N M
(1) Qy mlx) = (b, — 9 x,a )2, N>M>1,
N,M kgo K go 12u—t 2

and the sequence defined by

(2) 'y = Min Q

(x).
TR B )
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We wish to determine a relation between rN M and
 J
ru_l'“_l which will enable us to compute rN,M starting with
INmw1,1°
Consider the function of N + 1 real variables

Yor Yyo c+c0 Yy and the integers N and M defined by

2 2
Ty, u{Ygs¥yseeesvy) = it [(ygx080)" + (yy%(ayx12)

(3)
4 oo & (yrxoarxlan_l-- . ’—X-MaN_M)QJ ’

where the Bsequences {yi} and {ai} are given and the minimi-
zation is over the X, . In order for the problem to be non—
trivial, we assume that N > M > 1.

Let us now obtain a recurrence relation. Assume that X9
has been chosen. Then the quantities Xys Xny eee, Xy are to

be chosen to minimize the remaining sum

2 2
(y,=%081=%180) " + (yy=xga,X a1-%,34)" 4 ---

(%) s

+ (yyxgayxjay g=- - =xyay y)°

This minimum is precisely, ln accordance with the notation

introduced above,

(5) "n.l,n-l(yr"oar YorXolips ++os YyXoty).

Hence we obtain the recurrence relation
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£y m(¥or¥yseeesyy) = Min [(yg=xga,

(6)
fy 3 11 (V1=%X081s¥oXgBos + - - s ¥y—¥gay)] -

For M= 1, we have
N 5
fN,l(yO’yl'“"yN) = Min [kgo(yk—xoak) ]

0
(7)

N, N, N 5
(o7 )(k}-;oak ) = L2

Q4. RECURRENCE R:ZLATIONS

In order to use (3.5) to determine the functions y M(y)
»
in a more constructive fashion, let us observe that these
functions are quadratic forms in the Yy

N
(1) £ p(YasYineeerYy) = Cq (N,M)y. v,
NS A LR Mt A A

Substituting in (3.5), we obtain the result

N
2
d §=0 CiJ(N'M)yiyJ - Mi-n [(yO—xoao) +
’ ‘0

(2)
N—1

+ 3e0 2y g (W=1,M=1) (g 4103 (¥ g 49—%034)] -

Hence Xq 18 determined by the relatlon
N—-1

agyg + cij(u.l,m_l)(yiﬂaj + yJﬂai)/z
(3) XO - 1,0=0

C (N—l M-l)a a
15_0 14(N-1,1-1)aa,
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and we have the relation

N , M=l
3o CrgMMIyyry - {vo * Foo ey {(B=1,8-0)y, v 0}
» 4

N—1
{15_0 ciJ(N—l,H-l)aiaJ}

(4) N-—1
= {aoyo +1'§-0 cij(N—l,M—l)

2
(vy4185 * Vger8y)/2) °

EQuating coefficients of yiyJ on both sides of this
squation, we will obtain a relation for ciJ(N’M) in terms of
the set {c“(n-l,ru)}. Once we have obtained the oy, (N,M),

we can then calculate the elements of the minimizing sequence

{xi}, using (3) repeatedly.

§5. THE EQUATION Ax = b

Let us now sketch the application of the same techniques

to the problem of solving the system of equations
1 A, X, = Yy 1=, 2 0O L
137 1 ’ s ’ .

where A = (aij) 18 a positive definite matrix.

Introduce the function of N variables, fN(yl,yz,...,yN),

-_—

N N
(2) £.(¥ys¥nseeesyy) = Min [ By X, X, — 2 Xe¥e] -
NTLTor ey = WL B gt 2 M1

for N=]1,2, ..., =K Yy < ®, by means of the relation
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To obtain an equation for f, we write

N N N=1

§ 8y 4X4%y = 2 }_'ﬁ X4y, = aNN"‘Ne + }} 84 yXyXy
1,J=1 im= 1,J=1
(3) -

)

=2 B xalygegt = 2y
Orce XN has been chosen, 1t 1s clear that the remaining

Xy 1i=1,2, ..., =1, will be ctosen to minimize ‘the

expression
(4) : 3 ( )
Ay XX, = 2 Xy, =8, Xy).
1'§_1 19717 12:1 171 TINTN

In accordance with tre above notation, this minimum is

precisely
(5) £y (yy=aypxye YomBoNXys +ovs Vg =3p g, w%n)-

Hence, we obtaln the recurrence relation

S4+r

fu(yl'yz""'yn) = Min [ayx, NVIRLE A ST SPRR PT PHE 0

N

(6)

) — 2 x

.
ceer YN T, N NN

In order to use this relation constructively, ve use the

fact that fN 18 a Qquadratic form in the Yy

N
( =
(7) rN'yl'yQ"“'yN) 1’§-1 CiJ(N)yiyJ‘

for N=1,2, ... .



P=-1147
Rev. 9-13-57
~5—

Returning to equation (6), we have the relation

N
L oy StsMyayy - Mi: [y - 2%y

(8)
1,%=1

Collecting terms on the right, we have

N
Ca Ny .y, = Min
1:§;1 A A

N=1
+ cij(N-l)(yikaiNxN)(yJ+aJNxN)].

N-1
[xN? {&NN +1’§_131NaJNcij(N"1)} +

N-1 ‘
(9) Xy {- 2y +i §-1 ['yiaJN + yJaiNch(b-l)}

1 (N=1) }
+ @ N=l)yoy .
1 p§"1 1) 14

The minimization can now be performed readily and the recurrence

relations connecting {Eij(N)} with {Cij(N_l)}

6. DISCUSSION

read off,.

The methoc discussed above might be particularly useful

in connecting with the problem of solving an infinite system

of equations of the form

(1) Jzi 8y4%y = by, 1=1,2, ...,

where we solve successively the finite systems

to obtain approximations to the solutions of (1).
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